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Reduction of dissipation in Lagrange cell-centered hydrodynamics (CCH)
through corner gradient reconstruction (CGR)

D.E. Burtona,∗, N. R. Morgana, T.C. Carneya, M.A. Kenamonda

aX-Computational Physics Division; Los Alamos National Laboratory; P.O. Box 1663, Los Alamos, NM, USA

Abstract

This work presents an extension of a second order cell-centered hydrodynamics scheme on unstructured polyhedral
cells [13] toward higher order. The goal is to reduce dissipation, especially for smooth flows. This is accomplished
by multiple piecewise linear reconstructions of conserved quantities within the cell. The reconstruction is based upon
gradients that are calculated at the nodes, a procedure that avoids the least-square solution of a large equation set for
polynomial coefficients. Conservation and monotonicity are guaranteed by adjusting the gradients within each cell
corner. Results are presented for a wide variety of test problems involving smooth and shock-dominated flows, fluids
and solids, 2D and 3D configurations, as well as Lagrange, Eulerian, and ALE methods.

Keywords: Lagrangian, hydrodynamics, Godunov, cell-centered, finite-volume, reconstruction, higher-order,
dissipation, CCH, corner gradient reconstruction, CGR

1. Introduction

In cell-centered hydrodynamics schemes (CCH), all conservation equations are solved on a common control vol-
ume. As we discuss later, modern CCH methodology was enabled by the work of Després and Mazeran [33], followed
by Maire and others [74, 13]. The following work is based upon the particular second order method (denoted CCH2)
described in [13, 15], but the results are applicable to other implementations.

As discussed in [13] and also in [16], CCH is quite accurate on shock-driven test problems. However, it has been
noted that the second order method can generate dissipation errors for many smooth flows. As an example of the
dissipation, we consider the motion of an oscillating elastic plate that will be discussed in detail in Section 5.1. Figure
1 shows the calculated vertical velocity of the central point of the plate. Because the plate is elastic, the amplitude
of the oscillations should remain relatively constant in time. For an undamped reference calculation (green), this is
essentially true. However, the CCH2 method artificially dissipates kinetic energy.

In this work, we seek to increase the accuracy of CCH by employing a higher order extension that significantly
reduces the dissipation error in such cases. CCH2 uses a finite volume spatial integration and a two stage Runge-Kutta
temporal integration (RK2). Each Lagrange step begins with the knowledge of the extensive values of conserved quan-
tities within cells. In finite volume methods, the distribution of conserved quantities within a cell is not known a priori
and must be reconstructed or inferred from values in adjacent cells. As described later, 2nd and higher order CCH
methods differ principally in the details of this reconstruction that must be constrained to be both conservative and
monotonic. In the 2nd order reconstruction of References [13, 71], conserved quantities within cells are distributed
linearly using monotonicity preserving gradients. A 3rd order reconstruction would require a quadratic polynomial
having 6 coefficients in 2D and 10 in 3D. A least-squares (LSQ) solution for those coefficients involves the compu-
tationally expensive solution of a multi-equation system for each cell and for each reconstructed variable. Further, as
discussed by Cheng and Shu [27], third and higher order schemes require curvature of the cell faces to achieve the
specified order. Our work focuses on improvements to the second-order method while retaining straight cell faces.
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Figure 1: Vertical velocity of the central point in a bending Be plate. Reference calculation (green), CCH2 (black), (red) to be discussed later.

A more computationally efficient alternative to 3rd order is a piecewise linear reconstruction that we call Corner
Gradient Reconstruction or CGR. The method is not formally 3rd order, but captures many of its properties. In CGR,
linear functions are generated at each mesh point and applied in each cell corner. The solution for the point gradients
involves only Cramer’s rule.

1.1. Organization of the paper

The paper is organized in two principal parts, the first explaining the theory and the second presenting test calcu-
lations. The theory begins with a brief explanation of notation in Section 1.2 and follows with an overview of CCH2
in Section 2. The notion of reconstruction is explored generally in Section 3 and in detail for CGR in Section 4. The
test problems beginning in Section 5 are ordered by (a) smooth flows starting in Section 5.1, (b) shock dominated
flows starting in Section 6.1, (c) and finally Eulerian and ALE problems starting in Section 7.2. We summarize our
conclusions in Section 8. Details of the solid model are given in Appendix A.

1.2. Mesh topology and notation

A discretization stencil describes how information defined on grids is spatially connected. It is important that the
mathematical formulation be consistent with the stencil. For polytopal grids, potential complexity is overcome by
finding a simple but universal stencil. Our stencil is a minor extension of the multi-dimensional unstructured stencil
of Reference [10] and is formed by decomposing polytopal cells into triangular (2D) or tetrahedral (3D) substructures.
This gives rise to a number of geometrical entities depicted in Figure 2. In 3D, the various control positions p, z, f ,
and e denote respectively points (or nodes), zones (or cells), faces, and edges. In 2D, also depicted in Figure 2, the
face and edge control positions are degenerate.

The iota is the smallest letter in the Greek alphabet, and will be used to denote the smallest simplex definable with
this set of control positions {p, z, f , e}. Depending upon the dimensionality, the iota is bounded by one of each of the
types of control positions. The stencil also includes connectivity to adjacent iotas. The cell corner c consists of those
iotas sharing a common z and p.

In the discrete equations, it will be necessary to refer to physical quantities in relation to the iota connectivity
structure. The iota will be indicated by a superscript. The logical location of the variable relative to a particular iota
is identified with a subscript. For example, ui

z and ui
p denotes velocity at cell center and point respectively relative to

iota i, while σi
z and σi

p denote the stress at the respective locations. A geometrical quantity associated with an iota
is the outward directed surface normal Ni = N in̂i with area N i and direction n̂i. Here we use a caret to indicate unit
vectors.
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(a) 3D stencil (b) 2D stencil

Figure 2: 3D and 2D discretization stencils showing relation of the iota to a computational cell and control points. The f and e positions are
degenerate in 2D, and also the p position in 1D.

Sums: It will be necessary to perform summations over iotas or other geometrical quantities. Considerable nota-
tional simplification is achieved if summations are expressed in terms of iotas. In summation expressions, superscripts
will be used to denote the iota index. In such expressions, where typographic fonts permit, vectors and tensors will
be bold faced. For example, the geometrical statement that the sum of surface vectors about a closed cell z or about a
point p is zero can be expressed as ∮

z

dN =

z∑
i

Ni = 0

p∑
i

Ni = 0

In the first expression, the subscript i and the superscript z indicate that we are summing over all the iotas inside the
cell z. Likewise, the superscript p in the second expressions indicates we are summing over iotas surrounding a point
p.

Scalars, vectors, tensors: In expressions not involving the iota index, we may use indicial notation in which
superscripts denote vector and tensor components, and the Einstein summation convention over repeated indices is
followed. Scalar products are indicated by a dot, such as n̂ · σ↔ n̂iσi j. Dyadic tensors are indicated by juxtaposition
n̂u↔ n̂iu j. The double scalar product is expressed σ: G↔ σi jGi j.

Gradients: A subscript on the nabla operator indicates that it is a discrete version while also indicating how it is
centered in space. For example, ∇zu represents the discrete cell-centered gradient of velocity that is centered within
the cell. In indicial notation, this gradient would be expressed ∂i

zu
j.

Temporal notation: Whereas discrete spatial differencing is indicated in the subscript of the differential operators,
temporal discretization is also indicated with superscripts. For example, we write that a time marching scheme is used
to advance cell quantities in time tn → tn+1. An RK2 scheme is used to center quantities appearing in the evolution
equations at n + 1/2. Since the bulk of the formulation involves the consideration of quantities that are centered at
n + 1/2, it is convenient to omit those superscripts.

2. CCH overview

Most Lagrange and many Eulerian schemes are derivatives of the original von Neumann and Richtmyer (VNR) 1D
formulation [110], now commonly termed staggered grid hydrodynamics (SGH). In SGH the evolution equations for
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stress and momentum are solved on offset control volumes such that the logical center of each lies on the boundary of
the other. Cell-centered hydrodynamics schemes (CCH) in which all conservation equations are solved on a common
control volume have been widely applied to Eulerian methods, but only recently widely applied to Lagrange. A
cell-centered Lagrange method was first suggested by Godunov [49, 48]. Early implementations such as that in the
CAVEAT code [2, 39] solved an approximate Riemann problem at cell faces rather than at the nodes. It was not until
the seminal work of Després and Mazeran [33] that a solution at the nodes was found. Since then, interest in CCH
methods has increased and at least three additional formulations have arisen [74, 3, 13] giving rise to extensions in
many areas [25, 32, 58, 75, 76, 71, 77, 70, 46, 45, 73, 72, 21, 14, 81, 15, 80]. Although the discussion in this paper is
centered about the CCH2 formulation of [13, 15], it is relevant to all.

We begin with an overview of the CCH2 method. Details are in the cited references that we summarize here in
very general terms. Reference [13] describes the basic XY formulation while [15] describes an RZ formulation based
on conservative fluxes that preserves symmetry on equiangular polar meshes. The cyclic ordering of the steps depends
upon the particular implementation. For purposes of discussion, we begin with the finite volume integration.

Finite volume integration. The extensive evolution or rate equations for momentum, deformation, and total energy
are expressed as surface integrals

U̇z = Mzu̇z =

∮
z

dN · σ→
z∑
i

Ni · σi
p (1)

Γ̇z = Mzγ̇z =

∮
z

dN u→
z∑
i

Niui
p (2)

Ṫz = Mzτ̇z =

∮
z

dN · σ · u→
z∑
i

Ni · σi
p · u

i
p (3)

in which Mz is the cell mass and {u̇z, γ̇z, τ̇z} are respectively specific cell average rates of change of velocity, deforma-
tion, and total energy. The fundamental challenge in CCH is the determination of the surface fluxes up and σp that are
solutions to a Riemann problem. The decomposition of the total energy into kinetic and internal rates

{
k̇z, ėz

}
will be

discussed later in Section 2.1. A stress rate σ̇z is derived from the internal energy rate and deformation rate through
a constitutive model such as that described in Appendix A. The rate equations are integrated to yield new values for
velocity, stress, and total energy.

un+1
z = un

z + u̇zδt

σn+1
z = σn

z + σ̇zδt

τn+1
z = τn

z + τ̇zδt

Conservative reconstruction. The finite volume method provides no direct information about the distribution of con-
served quantities within a computational cell. A reconstructed distribution is inferred by reference to states in adjacent
cells. The scheme we present in this paper differs from CCH2 in this reconstruction step. The conserved quantities to
be reconstructed are momentum density and deformation. However, we make the simplifying assumptions of uniform
density and uniform moduli, so that velocity and stress can be treated as conserved. The reconstruction is constrained
by requiring (a) monotonicity or boundedness of the distribution and (b) conservation of the quantity within the cell,
that is

Vzuz =

∫
z

u (x) dV (4)

Vzσz =

∫
z

σ (x) dV (5)
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The distribution then defines values of the fields at the point that are in general discontinuous

uc = u
(
xp

)
σc = σ

(
xp

)
Flux conservation. The detailed balance of incoming and outgoing fluxes is enforced by requiring the summation of
fluxes at the nodes to vanish

p∑
i

Ni ui
p = 0 (6)

p∑
i

Ni · σi
p = 0 (7)

The first is satisfied by a condition of velocity continuity; that is, ui
p is the same for all i surrounding the point p.

The second must be explicitly enforced as in [33, 74, 13] since σi
p is discontinuous; that is, not the same for all i

surrounding the point p.

Nodal solution. Following [13], we assert a Riemann jump condition

n̂ · δpcσ = µδpcu |n̂ · â| (8)

in which

δpcu = up − uc (9)

and similarly for stress. The quantity â = δpcu
/∣∣∣δpcu

∣∣∣ is a unit vector in the direction of the shock. As discussed in
[13], the factor |n̂ · â| corrects for the shock intersecting the cell face at an angle. The quantity µ > 0 is an impedance
that is the product of density times the shock velocity µ = ρa. Various authors [62, 114] have given approximate
forms for the shock velocity. Here, we use a form due to Dukowicz [38]

a = c + sδ∗u (10)

in which c is the sound speed and

δ∗u =

{
|δu| compression
0 expansion

For polytropic gases, s = (γ + 1)/2. For solids, s is the slope of the Us − Up data as explained in Appendix A. As
noted later in Section 5, we have reaffirmed conclusions of earlier work [74, 13] that the best results were obtained
by ignoring the second term in Equation 10. As the term has a physical basis, this has remained a disconcerting
observation.

Combined with the flux conservation relation for stress (Equation 7), the Riemann jump condition (Equation 8)
defines an approximate Riemann problem that can be solved for

up =

p∑
i

N i
[
µiui

c

∣∣∣n̂i · â
∣∣∣ − n̂i · σi

c

]
p∑
i

N i
[
µi

∣∣∣n̂i · â
∣∣∣] (11)

The stress σp is then determined from the jump condition (Equation 8) on each iota, thereby closing the system.
Because â vanishes for stationary flow, the preceding expression can become singular. To avoid this, we interpolate
between the trial value and the corner normal (defined below) depending upon whether the velocity difference is large
or small

â = f
δpcu∣∣∣δpcu

∣∣∣ + (1 − f ) n̂c (12)
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Figure 3: Depiction of 3 adjacent cells showing the decomposition of velocity into reconstruction (cz) and discontinuity (pc) components. A
comparable decomposition of the stress tensor can also be made.

which is then renormalized to be a unit vector. The determination of large or small is made by comparing with the
sound speed c. As we are only trying to avoid a singularity, the actual value of the sound speed is much larger than
required, so that a fraction of it, ηc, is used. The interpolation factor is then

f =

∣∣∣δpcu
∣∣∣

ηc +
∣∣∣δpcu

∣∣∣ (13)

The corner normal n̂c is defined by the normalized sum of iota surface vectors in the corner and has itself been used
directly in some cell-centered formulations [32]. By choosing a large value for η, the scheme can be forced to always
use the corner normal, and this is done for some test problems.

2.1. Decomposition of the total energy equation

Dissipation is the irreversible transfer of kinetic to internal energy. To understand the algorithmic cause, it is
necessary to decompose the total energy rate equation. Referring to Figure 3, the surface velocity and stress in each
cell can be decomposed into a reconstruction component and a discontinuity.

up = uz + δczu + δpcu

with δczu = uc − u and similarly for stress. With this substitution, the total energy rate equation can be exactly
decomposed into kinetic and internal terms

Ṫz =

∮
z

dN ·
(
σp · up

)
= K̇z + Ėz

with
Ėz = Ẇz + Ṙz + Ḋz

The various contributions to the internal energy are discussed individually below. They can be directly evaluated, but
in practice, the rate equation for internal energy is simply evaluated as

Ėz = Ṫz − K̇z (14)
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Kinetic energy. The kinetic energy term is recognized as the rate of change of kinetic energy and is the product of the
momentum rate and the cell average velocity

K̇z =


∮
z

dN · σp

 · uz = U̇z · uz

If we define kinetic energy at time tn as

Kn
z =

Mz

2

(
un

z

)2

and assume a uniform velocity distribution with time centering

uz =
1
2

(
un

z + un+1
z

)
then it is algebraically exact that

K̇zδt = Kn+1
z − Kn

z

and this becomes the so called compatible form for kinetic energy [9, 8, 12, 11, 24].

Reversible work. The reversible work rate is the product of the average stress and the deformation rate

Ẇz = σz :


∮
z

dN up

 = σz : Γ̇z

In this expression the stress is taken to be uniform and given by

σz = σn+1/2
z

Reconstruction contribution. The energy change due to the shape of the reconstruction is

Ṙz =

∮
z

dN ·
(
δczσ · δpcu + δczu · δpcσ

)
The first term is actually a correction to the kinetic energy due to a non uniform stress distribution. The second is a
correction to the work due to a non uniform velocity distribution. Because of Equation 14, both terms in Ṙz contribute
to the internal energy. In principle, the kinetic energy component could be removed from the internal energy, but
investigation of this is beyond the present scope.

Dissipation. The dissipation term is given by

Ḋz =

∮
z

dN · δpcσ · δpcu

With the introduction of the aforementioned Riemann jump condition (Equation 8) this term is always dissipative.

Ḋz =

∮
z

dNµ |n̂ · â| ·
(
δpcu

)2
≥ 0

The point of this discussion is that the source of dissipation is the Ḋz term and that it can only be reduced by decreasing
the discontinuity δpcu . This can be accomplished through the reconstruction.
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(a) Nonconservative polynomial (b) Conservative reconstruction

Figure 4: If left (red) and right (blue) polynomials are not coincident, dissipation occurs. Conservation in the sense of Equation 5 is achieved by
shifting the polynomial segment within each cell.

3. Reconstruction overview

In this section, we will address the concept of reconstruction in general terms and become more specific in Section
4. The notion of reconstruction originated in the Eulerian hydrodynamic schemes involving the 1D advection equation
on rectangular grids. For a review of the subject, see [106]. Application of reconstruction in Lagrangian schemes has
been more limited. Both the CAVEAT code [2, 39] and Maire [75] employed second order Lagrange formulations.
However, there have been several recent reports of higher order polynomial reconstructions. Boscheri and Dumbser
recently used them in a 3D cell-centered ADER-WENO ALE scheme on tetrahedral meshes [6]. Charest, et. al. [26]
have applied them to tetrahedra in a central differenced ENO (CENO) Eulerian scheme. Also, there have been several
recent publications on discontinuous Galerkin methods [63, 1, 108] of which the last contains an excellent summary.

Reconstruction involves three considerations: (a) a polynomial fit to adjacent cells, (b) conservation within the
cell (Equation 5), and (c) monotonicity with respect to adjacent cells. As noted previously, the result of these is an
estimate (subscripted c) of the field quantities internal to the cell z, so that at the point p

uc = u
(
xp

)
σc = σ

(
xp

)
from which an approximate Riemann solution can be found for up, σp, and the discontinuity δpcu of Equation 9. We
will cast our discussion principally in terms of velocity, but the principles apply to the stress tensor unless otherwise
noted.

(a) The polynomial. When should dissipation occur? As smooth flow should not dissipate, we begin with a numerical
notion of smooth f low. Consider the 1D situation at an interface depicted in Figure 4(a) for velocity. The idea is to
fit a le f t polynomial (red) to the left cell and its immediate neighbors and a right polynomial to the right cell and
its immediate neighbors. If the polynomials are coincident at the interface, then the flow is locally smooth and no
dissipation should be created at the interface. If the polynomials are not coincident as in Figure 4, then there will be a
discontinuity that is resolved by a Riemann-like solution, resulting in a nonzero δpcu and consequently dissipation in
the energy equation.

(b) Conservative reconstruction. The second consideration is the conservation requirement

Vzuz =

∫
z

u (x) dV
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Figure 5: Comparison of first (green), second(blue), third(black), and CGR (red) reconstructions.

and similarly for stress. When the polynomial has curvature within the cell, the polynomial must be shifted to satisfy
conservation as illustrated in Figure 4(b) . This results in an increase in the discontinuity.

(c) Monotonicity. Finally, we wish the reconstruction to be monotonic. That is, the reconstruction should create
no new extrema within the cell. This is accomplished by comparing uc and σc to the range of average values in
neighboring cells and modifying the shape of the polynomial accordingly.

3.1. Comparison of reconstruction polynomials

We now compare the specific reconstructions of Figure 5. We again illustrate the discussion with velocity, but
similar reconstruction is done for the stress tensor. Both are necessary to the solution of the approximate Riemann
problem.

Second order. Second order reconstruction was introduced by van Leer [101, 102, 103, 104, 105] as an improvement
to Godunov’s first order method [47] and was designated MUSCL (Monotone Upstream Scheme for Conservation
Laws). In the context of a Lagrangian method, this was the reconstruction used by Maire [75]. As illustrated in Figure
5, for vector component k, a first degree polynomial is fit to adjacent cells

uk (x) = uk
0 + βk

(
x j − x j

z

)
∂

j
puk

in which βk is a limiter on the gradient and we use indicial notation.
To guarantee conservation in the sense of Equation 5, the second order polynomial is referenced to the centroid of

the cell uk
0 → uk

z . If necessary, the gradient is multiplied by a slope limiter 0 ≤ β ≤ 1 to guarantee that uc and σc be
bounded by the cell averages in adjacent cells. The approximate Riemann problem can then be solved to determine up

and σp and the discontinuity δpcu. The second order scheme is computationally efficient, but can result in excessive
dissipation as shown in the beam problem of Figure 1.

The stencil commonly used in calculating the LSQ gradient ∇u is illustrated in Figure 6(a) and consists of first
nearest neighbors (across cell faces) and optionally the cell itself. Second nearest neighbors (across cell corners) are
not typically used because of ill-defined boundary conditions at the corners of rectangular grids. More will be said
about this later. Because second nearest neighbors are not used, the second order gradients can be inaccurate in the
diagonal direction.
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(a) 4 point gradient stencil (b) 9 point gradient stencil (c) CGR stencil

Figure 6: Gradient stencils commonly used in second and third order reconstruction are illustrated on a regular grid. The CGR stencil is illustrated
in (c).

Third order. A third order method designated PPM (Piecewise Parabolic Method) was advanced by Colella and
Woodward [30, 115]. The third order method is the most accurate of those illustrated in Figure 5. For 1D sweeps as
originally applied in PPM, the calculation of the LSQ coefficients is inexpensive. However, this is not true in general.
For a Lagrange cell in 2D, a second degree polynomial is fit to adjacent cells for each vector or tensor component

uk (x) = uk
o + β

(
ak

1δx + ak
2δy

)
+ β2

(
ak

11δx2 + ak
22δy

2 + ak
12δxδy

)
with δx = x − xz and δy = y − yz. The least squares solution for the coefficients then requires the solution of a
6-equation system in each cell for each vector and tensor component (8 components). In 3D, a 10-equation system
for 9 components is necessary. The method is far more computationally expensive than the second order scheme.

The stencil for the least squares solution is nominally 9-point for a regular grid. The stencil is illustrated in Figure
6(b) and involves both first and second nearest neighbors. As noted in Section 4.1, boundary conditions for the 9-point
stencil can be complicated on unstructured grids but are feasible.

4. Corner gradient reconstruction (CGR)

In CGR, linear functions are generated at each mesh point and applied in each cell corner. The method does not
appear to have been previously employed in cell-centered Lagrangian schemes. However, the notion of constructing
subzonal slopes or gradients has been presented in at least two different Eulerian contexts. For 2D advection, Buffard
and Clain [7] constructed a multi-slope MUSCL scheme using edge centered scalar slopes on a triangular mesh. In
the context of 2D interface reconstruction, Fochesato, et. al. [42] calculated subzonal gradients to construct Youngs’
[116] interfaces within subcells.

Like the 2nd order reconstruction method, CGR is a piecewise linear scheme, but with the segments bounded by
the cell centroids. In terms of formal truncation error, both traditional CCH and CGR are second order for smooth
flows. However, CGR is a closer representation of the third order function. It also captures a third order characteristic,
that of varying slope within the cell. The stencil for the least squares solution is nominally 9-point for a 2D regular
grid but is composed of smaller stencils at each node involving second nearest neighbors. These are illustrated in
Figure 6(c).

Our goal is to reduce the dissipation, not necessarily to achieve the most accurate polynomial reconstruction. Con-
sider Figure 7. In CGR, dissipation occurs only when curvature (a discontinuous slope) requires a shift to guarantee a
conservative reconstruction. In the absence of the conservation requirement, the left and right polynomials (black) will
be coincident, giving rise to zero dissipation. The presence of curvature, as indicted by differing slopes, will require a
shift of the piecewise construction within the cell (red and blue) in order to satisfy the conservation requirement. This
produces a discontinuity and consequently dissipation.
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Figure 7: In CGR, dissipation occurs only when curvature requires a shift in the polynomial to guarantee a conservative reconstruction. Non-
conservative CGR (black), conservative left polynomial (red), conservative right polynomial (blue).

4.1. The gradient operator

In Section 4, we make extensive use of indicial notation. To preserve symmetry, we calculate the LSQ gradient
referenced to the average of the cell centroids surrounding the node

x̄i
p =

1
Np

p∑
n

xi
p

and similarly for velocity ūi
p. Here, the surrounding cells are indexed by n. The various control points are shown in

Figure 8(a). The red points are those used in the LSQ point gradient. Denoting

δxi
n = xi

n − x̄i
p

δui
n = ui

n − ūi
p

the gradient at the point
gi j = ∂i

pu j

is found from the optimization of the functional

F (g) =

N∑
n

[
δxi

ngim − δum
n

] [
δx j

ng jm − δum
n

]
Then

0 =
1
2
∂F
∂gim =

N∑
n

δxi
n

[
δx j

ng jm − δum
n

]
=

 N∑
n

δxi
nδx j

n

 g jm −

 N∑
n

δxi
nδu

m
n


= Ai jg jm − Bim
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(a) LSQ point gradient stencil (b) LSQ corner gradient stencil

Figure 8: Stencils for point and corner gradients with locations of various control points with n indexing a neighboring cell, d being the centroid of
a corner subcell, and c indexing a corner but being physically coincident with p.

in which

Ai j =

N∑
n

δxi
nδx j

n

Bim =

N∑
n

δxi
nδu

m
n

This can be solved for the components of the velocity gradient by the simple application of Cramer’s rule. The
components of the stress tensor are treated similarly.

Ghosts. Boundary conditions for the gradient operator are commonly cast in terms of boundary ghost cells (blue)
in Figure 9. The 9-point stencil requires a second nearest neighbor (denoted “?” in the Figure) at the corners of
rectangular grids. The missing cell can be ignored in the LSQ solution, but this results in a loss of symmetry for
some problems as we will discuss later in Sections 5.3 and 6.2. For regular grids, additional ghost cells are easily
incorporated. However, for unstructured grids this is a challenging but tractable problem.

Null modes. There is an obvious similarity between the momentum control volume in SGH and the gradient stencil
in Figure 8(a), suggesting that null modes (hourglass or checkerboard) could occur. Refer to Figure 8(b) in which a
checkerboard pattern is illustrated by alternating high (+) and low (-) values. The LSQ point gradient of Figure 8(a)
will vanish so that the mode is invisible to the differencing scheme, giving rise to null modes. However, the LSQ
corner gradient (green) will not vanish. For smooth flows, the gradients are the same. The Taylor anvil test problem
in Section 5.7 is a good example of a checkerboard null mode. The solution, then, is to mix the two gradients

∇u = λ∇cu + (1 − λ)∇pu (15)

with λ ∼ 0.25 being used for the problems in Section 5. We note that most of these test problems also produced
satisfactory results without notable checkerboard for λ = 0, but those run with λ = 1 were of noticeably lower quality.

4.2. Velocity
Monotonicity is basically a scalar notion that can be extended to rank 1 and 2 tensors by considering either

rotational invariants or eigenvalues. We follow the work of [74, 68] in limiting eigenvalues in the case of velocity and
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Figure 9: 9-point gradient stencil showing first (blue) and second (?) neighbor ghosts for a 2x2 rectangular grid (red).

the work of [13, 90] in limiting rotational invariants in the case of stress as discussed later. The limiting process in
CGR is analogous to that of CCH2 [13]. The velocity reconstruction in cell z is performed in a rotated coordinate
frame that is relevant to the flow, that is, in the principal system of the symmetrized gradient tensor as opposed to
the fixed global frame of the problem. Quantities in this rotated frame will be denoted with a tilde. In each cell, the
symmetrized velocity gradient or strain rate tensor is given by

ε
i j
z =

1
2

(
∂i

zu
j + ∂

j
zui

)
with

∂i
zu

j =
1
Vz

z∑
c

Vc∂
i
pu j

In the global frame, the unlimited velocity difference (subscripted capital C) between p and z is given by

δCuk =
(
x j

p − x j
z

)
∂

j
puk

which becomes δC ũk in the rotated frame. The limiting is performed relative to the rotated frame, so that the final
corner velocity projection will be given by

ũk
c = ũk

0 + βkδC ũk

with the quantity ũk
0 determined by the conservation requirement.

Conservation. Referring to Figure 8(a), the unlimited velocity difference between the corner centroid d and the cell
center z in the global frame is

δDuk =
(
x j

d − x j
z

)
∂

j
puk

with x j
d the centroid of the corner subcell. This becomes δDũk in the rotated frame. Then, the limited velocity at d is

ũk
d = ũk

0 + βkδDũk

The extensive quantity in a cell corner is given by the corner volume times the value at the corner centroid∫
c

ũk (x) dV = Vc

(
ũk

0 + βkδDũk
)
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so that, for the entire cell, the conserved quantity is

ũk
zVz =

∫
v

ũk (x) dV = Vz

(
ũk

0 + βk∆ũk
)

with

∆ũk =
1
Vz

z∑
c

VcδDũk

The velocity at the cell centroid z is then related to the limiter by

ũk
0

(
βk

)
= ũk

z − β
k∆ũk

The shift and limiter calculations are coupled because a change in slope also affects the conservation integral. The
limited corner velocity in the rotated frame then becomes

ũk
c = ũk

0

(
βk

)
+ βkδC ũk = ũk

z + βk
(
δC ũk − ∆ũk

)
with β determined by the monotonicity constraint.

Monotonicity. We use the method of Barth and Jespersen [4] as the basis of our monotonicity formulation. Let the
set of cells including cell z itself and its first and second nearest neighbors be indexed by n. In the rotated frame, the
bounds of z are functions of the cell average velocities

ũk
± = Max/Minz

n

[
αũk

n + (1 − α) ũk
z

]
(16)

α =

{
0.5 tr (εz) < 0
1.0 tr (εz) ≥ 0 (17)

in which the parameter α was empirically determined [80]. The notation Max/Minz
n indicates the operation is applied

to cells n surrounding cell z. The limiter β is determined by equating the projection to the bounds

ũk
± = ũk

c = ũk
z + βk

±

(
δC ũk − ∆ũk

)
and constraining the range from 0 to 1. Then

βk
± =

uk
± − ũk

z

δC ũk − ∆ũk

βk = max
{
0,min

[
1, βk

+, β
k
−

]}
From this, the limited corner projection is

ũk
c = ũk

0

(
βk

)
+ βkδC ũk

and its global representation uk
c can be evaluated and used in the approximate Riemann solution.

4.3. Stress
In the case of stress, we adapt the scheme of [13, 90] in which monotonicity is imposed on rotational invariants of

the stress tensor. The stress tensor itself is decomposed into isotropic and deviatoric components

q =
1
3

tr (σ)

σkl = qδkl + skl

with the former being the mean stress (negative of pressure) and δkl being the Kronecker delta. Within a cell corner,
the reconstructed components are

q (x) = q0 + β1
(
x j − x j

z

)
∂

j
pq

skl (x) = skl
0 + β2

(
x j − x j

z

)
∂

j
pskl

z

again with q0 and skl
0 to be determined from the conservation constraint.
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Conservation. Again, referring to Figure 8(a), the projections from the cell centroid z to corner centroid d are

qd = q0 + β1δdq

skl
d = skl

0 + β2δd skl

δdq =
(
x j

d − x j
z

)
∂

j
pq

δd skl =
(
x j

d − x j
z

)
∂

j
pskl

z

in which βm is a slope limiter for the entire cell and x j
d the centroid of the corner subcell. Again, the extensive quantity

in a cell corner is given by the corner volume times the value at the corner centroid∫
c

q (x) dV = Vc

(
q0 + β1δdq

)
∫
c

skl (x) dV = Vc

(
skl

0 + β2δd skl
)

Then for the entire cell

qzVz =

∫
z

q (x) dV = Vz

(
q0 + β1∆q

)
skl

z Vz =

∫
z

skl (x) dV = Vz

(
skl

0 + β2∆skl
)

∆q =
1
Vz

z∑
c

Vcδdq

∆skl =
1
Vz

z∑
c

Vcδd skl

and the stress at the cell centroid z is related to the limiters by

q0

(
β1

)
= qz − β

1∆q

skl
0

(
β2

)
= skl

z − β
2∆skl

again with β1 and β2 to be determined from the monotonicity constraint.

Monotonicity. The limiting is done in terms of the first and second rotational invariants (the third invariant provides
no additional constraints) defined by the functions

Y1 (σ) = q (18)

Y2 (σ) =
√

3s : s/2 (19)

The invariants are calculated for all cells
ym

z = Ym (σz)

Let the set of cells including cell z itself and its first and second nearest neighbors be indexed by n. The invariant
bounds for cell z are

ym
± = Max/Minz

n

[
αym

n + (1 − α) ym
z

]
α =

{
0.5 tr (εz) < 0
1.0 tr (εz) ≥ 0
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Projected from the cell centroid z, the unlimited stress tensor (subscripted C, not c) is calculated for each corner

σkl
C = σkl

0 + δCσ
kl

δCσ
kl =

(
xi

p − xi
z

)
∂i

pσ
kl

The unlimited invariants are calculated
ym

C = Ym
(
σkl

C

)
The stress difference is decomposed into isotropic and deviatoric components

δCσ
kl →

{
δCq, δC skl

}
Again, the limiter is determined by equating the projection to the bounds

ym
± = ym

c = ym
z + βm

±

(
ym

C − ym
z

)
and constraining to the range [0,1], so that

βm
± =

ym
± − ym

z

ym
C − ym

z

βm = max
{
0,min

[
1, βm

+ , β
m
−

]}
The isotropic and deviatoric components of the limited projection of the stress tensor are then

qc = q0 + β1δCq

= qz + β1 (
δCq − ∆q

)
skl

c = skl
0 + β2δC skl

= skl
z + β2

(
δC skl − ∆skl

)
and the stress tensor projected to the node is

σkl
c = skl

c + qcδ
kl

This completes the description of the CGR reconstruction.

5. Smooth flow problems

The principal objective of the test problems presented is to compare the CCH2 and CGR methods in a wide variety
of situations. In particular, we wish to consider problems with and without shocks, with and without vorticity, La-
grange and ALE (Eulerian), gases and solids, rectangular and polar grids, planar (XY) and cylindrical (RZ) geometry,
and 1D, 2D , and 3D. The test matrix is shown in Table 1. In the table, planar 1D problems are designated 1D, but set
up as 2D. The order of presentation is smooth flow, shocks, and ALE.

Material parameters. In the test problems, gases are represented with a polytropic gas equation of state, while solids
use a Grueneisen equation of state with an elastic-plastic constitutive model described in Appendix A. For most of
the problems, the parameters are specified for a units system of {g, cm, µs}.

CGR parameters. Unless otherwise noted, all problems were run with the following parameters.

• η = 0.05 in Equation 13 was used in most cases to avoid a possible singularity in the Riemann solution for
velocity. However, because the flow in the Noh problem of Section 6.2 becomes stationary, we set η to a large
number to force the use of the corner normal. This was also done for the adiabatic release problem of Section
6.5.
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Problem Dim Geom Mesh Hydro Material Flow
Be plate 2D XY Square Lag Elastic Smooth

Taylor-Green 2D XY Square Lag Gas Smooth+vorticity
Coggeshall 2D XY Square Lag Gas Smooth

3D XYZ Square Lag Gas Smooth
Kidder shell 2D RZ Polar Lag Gas Smooth

3D XYZ Special Lag Gas Smooth
Kidder ball 2D RZ Square Lag Gas Smooth

Howell 2D XY Polar Lag EP Smooth
Verney 2D RZ Polar Lag EP Smooth

3D XYZ Geo Lag EP Smooth
Taylor Anvil 2D RZ Square Lag EP+hardening Shock+smooth

Sod 2D XY Rect Lag Gas Shock
Noh 2D XY Polar Lag Gas Shock

2D RZ Polar Lag Gas Shock
2D XY Square Lag Gas Shock
2D RZ Square Lag Gas Shock
3D XYZ Square Lag Gas Shock

Sedov 2D XY Square Lag Gas Shock
2D RZ Square Lag Gas Shock
3D XYZ Square Lag Gas Shock

Saltzman 2D XY Special Lag Gas Shock
2D RZ Special Lag Gas Shock
3D XYZ Special Lag Gas Shock

Adiabatic rel 1D X Rect Lag Gas Shock+release
EP piston 1D X Rect Lag EP Shock

Triple point 2D XY Square ALE Gas Shock+vorticity
He bubble 2D RZ Rect ALE Gas Shock+vorticity

Table 1: Testing matrix ordered by smooth flow, shock, and ALE problems. Abbreviations: 1D=run on a 2D mesh, Lag=Lagrange, ALE=arbitrary
Lagrange-Euler, Geo=geodesic mesh, Rect=rectangular, EP=elastic plastic solid.
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• λ = 0.25 in Equation 15 to mix LSQ point and corner gradients. The need for this is demonstrated in the Taylor
anvil calculations of Figure 28 in Section 5.7.

• The s term in the shock velocity of Equation 10 is set to zero in all problems but as described in Figure 32. We
found it either to have negligible effect or to give rise to increased dissipation for the problems considered in
the test suite.

• α as in Equation 17 to impose different monotonicity bounds in compression and expansion. This was the only
parameter that was systematically changed depending upon the type of problem. For problems with shocks
such as the adiabatic release problem of Section 6.5, we found that α(compression)=0.5 significantly reduced
the error. However, in smooth flow problems with vorticity, such as the Taylor anvil of Section 5.7, we found
that α=1. produced better results. This suggests a modification of the Barth-Jesperson limiter to better detect
shocks as an area for future study.

Convergence. For some problems, we cite a convergence rate. Given a plot of (log of an error metric) vs. (log of a
measure of the cell size), the cited convergence rate is the slope of the trend line. In most cases, the error metric is the
L1 error norm of the form

L1 =
1
N

N∑
i

‖ui − u0‖

in which u0 is the reference value. In some cases, we volume/area weight the norm.

5.1. Bending plate

Thin beams or plates have been the subject of many test problems, see for example [41]. The problem, discussed
in Section 1, differs in that it is a thick plate with free boundaries. The problem has been previously analyzed using
PAGOSA [111, 112], a three-dimensional Eulerian code. Here the problem is solved in a Lagrangian framework as
described in [91]. This is a two dimensional problem comprised of an elastic beryllium plate with no supports or
constraints. The domain is [−3,+3] in the x direction and [−0.5,+0.5] in the y. The centerline of the plate initially
coincides with the x-axis. The plate is prescribed with an initial velocity distribution as given by

ẏ (x, t) = Aω
{

g1 [sinh Ω (x + 3) + sin Ω (x + 3)]
+g2 [cosh Ω (x + 3) + cos Ω (x + 3)]

}
cos (ωt)

with initial velocity computed at t = 0. When subject to this initial velocity distribution, the plate begins to oscillate
elastically. For the given dimensions and material parameters of the bar,

ρ = 1845 kg
/
m3

Y0 = 1.0 Mb
k = 1.18896 Mb
E = 3.182656 Mb
ν = 0.053896

where k, E, and ν are the bulk modulus, elastic modulus and Poissons ratio respectively. The yield stress for the
material is set at a very high value so that the plate oscillates elastically.

There is no analytic solution for a thick plate as specified for this problem. However, for a thin unconstrained
plate, the solution for the first flexural mode is

y (x, t) = A

∣∣∣∣∣∣ g1 [sinh Ω (x + 3) + sin Ω (x + 3)]
−g2 [cosh Ω (x + 3) + cos Ω (x + 3)]

∣∣∣∣∣∣ sin (ωt)

in which
Ω = 0.7883401241 cm−1
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Figure 10: Bending plate. Large deformation of a Be plate at times near maxima of displacement. Blue dots indicate the location of the central
point.

is the first non-zero root of [cosh (6Ω) cos (6Ω)] = 1. The coefficients and angular frequency are given by

g1 = cosh (6Ω) − cos (6Ω) = 56.63685154
g2 = sinh (6Ω) − sin (6Ω) = 57.64552048

ω = Ω2∆y

√
E

12ρ
(
1 − ν2) = 0.2359739922 µs−1

in which ∆y is the thickness of the plate. Then, the first flexural mode has a period of τ = 2π/ω = 26.6266 µs. For a
maximum displacement of 0.5 cm at the ends of the plate, the constant A is given by

A =
1
2

(
ymax

g2

)
= 0.004336850425 cm

Lacking an analytical solution for a thick plate, we use an SGH calculation as a reference in which all artificial
viscosities were set to zero to produce a result without dissipation. Figure 10 shows the large deformation of the
plate at times near maxima of displacement. Figure 11 compares the vertical velocity of the central point for three
calculations. The reference SGH calculation (green) has high frequency oscillations corresponding to the acoustic
transit time across the thickness of the plate. The observed period of about 30 µs differs from the first flexural mode,
but is in agreement with that reported by others [112, 91]. The CCH2 result (black) previously discussed in Section 1
shows reduced amplitude in the major oscillations indicating irreversible conversion of kinetic to internal energy. The
CGR result (red) maintains a uniform amplitude and is smoother than the undamped reference calculation.

5.2. Taylor-Green vortex

This 2D problem was discussed by Taylor [98] and has been revisited since by many researchers since [35, 34].
The problem is also discussed in [54]. The problem is of particular interest because it represents a vortical flow
problem for which there is a known solution. We take our description of the problem from Reference [34]. The
material is a polytropic gas with γ = 5/3 and unity density. The domain is a unit square with reflecting boundary
conditions on each face. The initial velocity conditions consist of a sinusoidal variation

u (x, y) = {sin (πx) cos (πy) ,− cos (πx) sin (πy)}

19



Figure 11: Bending plate. Vertical velocity of the central point in a bending Be plate showing the reduced dissipation in the CGR result (red) relative
to the CCH2 result (black). Undamped reference in green. The dashed red and black lines contrast the trends in CGR and CCH2 respectively.

corresponding to a counterclockwise flow whose magnitude should remain constant in time. The initial pressure is
given by

p (x, y) =
ρ

4
[
cos (2πx) + cos (2πy)

]
+ 1

In addition, the problem has an energy source term because the fluid, as modeled, is compressible

ė =
3π
8

[
cos (3πx) cos (πy) − cos (πx) cos (3πy)

]
Because of the large deformation, Lagrangian calculations can only be run for short times. Figure 12(a) shows

an initial 60x60 mesh. Figures 12(b) and (c) compare the CCH2 and CGR meshes at t=0.5. The CGR result shows
a smooth deformation through the central region while that of CCH2 is distorted. Figures 12 (d) and (e) compare
the velocity fields at t=0.5. The red contours in the CCH2 calculation show both a loss of amplitude and also loss of
symmetry that is not apparent in the CGR result. The central green region is rotated in the CCH2 calculation, but not
in the CGR one. Also, the central blue region in the CCH2 calculation is becoming square but remains circular in the
CGR calculation.

Convergence calculations were run at resolutions of 10x10, 20x20, 40x40, and 80x80 and compared at t = 0.25.
The L1 norms for density and pressure are given in Table 2 and plotted in Figure 13. The density convergence rates
for CCH2 (blue) and CGR (red) were respectively 0.993 and 2.585. Those for pressure were 1.011 and 2.579.

5.3. Coggeshall problem
The spherical Coggeshall problem [29] describes the adiabatic compression of a polytropic gas with γ = 5/3. It

is similar to the Noh problem of Section 6.2 except the initial velocity is equal to the negative of the radius instead of
unity. The initial conditions are

{u0, ρ0, e0} =
{
−r0, 1.0, 10−6

}
in which r0 is the initial radius. The calculation is run to a time of 0.6 on a square 50x50 mesh in 2D XY geometry
and on a 50x50x50 mesh in 3D planar geometry.

The analytic solution is given by
u (t) = u0
r (t) = r0 (1 − t)
ρ (t) = ρ0(1 − t)−α

e (t) = e0(1 − t)−α(γ−1)
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(a) t=0.0

(b) CCH2 mesh, t=0.5 (c) CGR mesh, t=0.5

(d) CCH2 velocity, t=0.5 (e) CGR velocity, t=0.5

Figure 12: 2D Taylor-Green vortex. (a) Initial Lagrangian 60x60 mesh. At t=0.5, (b) CCH2 mesh, (c) CGR mesh, (d) CCH2 velocity field, (e)
CGR velocity field. Colors represent velocity magnitude on a scale of 0 to 1 and should remain stationary in time.
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(a) L1 density norm (b) L1 pressure norm

Figure 13: Taylor Green vortex. Convergence plots at t = 0.25. Density convergence rates were 0.993 (CCH2 blue) and 2.585 (CGR red). Pressure
convergence rates were 1.011 (CCH2 blue) and 2.579 (CGR red).

Cell size L1 density L1 pressure
0.1 3.0775e-3 7.9062e-2

CCH2 0.05 1.5833e-3 4.1129e-2
0.0250 7.9672e-4 2.0082e-2
0.0125 3.8956e-4 9.7074e-3

0.1 2.8460e-3 5.37403-2
CGR 0.05 3.6488e-4 7.4883e-3

0.025 6.5975e-5 1.3234e-3
0.0125 1.2815e-5 2.4702e-4

Table 2: Taylor Green vortex. L1 volume-weighted density and pressure norms at t = 0.25 for CCH2 and CGR.

22



(a) CCH2 density (b) CGR density

(c) CCH2 SIE (d) CGR SIE

Figure 14: Coggeshall XY (α = 2). Scatter plots of density and SIE vs. distance comparing CCH2 and CGR. The vertical scales are the same.
Analytic result is in black.

in which α = {1, 2, 3} respectively for planar, cylindrical, or spherical geometry.
Because the specific internal energy (SIE) is small and the velocity large, small errors in the velocity solution give

rise to large errors in the thermodynamic variables. This is apparent in Figures 14(a) and (b) are scatter plots (one
dot per cell) of density vs. distance for CCH2 and CGR. The CCH2 result has a large scatter, whereas the CGR is
in excellent agreement with the analytic result. The same is seen in Figures 14(c) and (d) that compare the specific
internal energies.

Figure 15 compares 3D calculations for CCH2 (a) and CGR (b). The same trend as in 2D is observed. Figure (c)
is a CGR result without auxiliary ghost cells discussed in Section 4.1 and clearly shows a slight perturbation near the
origin. Figure 16 shows the SIE plotted on the surface of the mesh. The CGR result is uniform whereas the CCH2
result is scattered.

5.4. Kidder shell

Kidder [57, 55, 56, 88] derived a series of exact solutions for the isentropic compression of a gas. In this section,
we calculate the isentropic compression of a hollow shell of gas [56]. This test problem has been calculated in other
hydrodynamic papers including [70, 6, 25, 109, 82]. Time-varying boundary conditions on the inner and outer surfaces
cause the shell to compress. The goal of the Kidder hollow shell test problem is to assess the ability of the method to
produce symmetric and non-dissipative results. The test problem is isentropic, so no dissipation should be generated.

The equation of state is a polytropic gas with gamma equal to 5/3. The initial conditions of this test problem are
as follows. The initial inner and outer radii of the shell are r0

1 = 0.9 cm and r0
2 = 1.0 cm respectively. The subscripts

1 and 2 denote the inner and outer surfaces and the super script 0 denotes the initial time. The initial density on the
inner and outer surfaces are ρ0

1 = 1 g/cc and ρ0
2 = 2 g/cc. The initial density, pressure, and velocity distributions in the
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(a) CCH2 (b) CGR with auxiliary ghosts

(c) CGR without auxiliary ghosts

Figure 15: 3D Coggeshall (α = 3). Scatter plots of density vs. radius. The vertical scales are the same. Analytic result is in black.

(a) CCH2 (b) CGR

Figure 16: 3D Coggeshall. SIE plotted on the surface of the mesh. CCH2 and CGR have the same color scales, but the former is noisy.
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shell are functions of radius given by

ρ0(r) =

(
r2

2−r2

r2
2−r2

1
ρ
γ−1
1 +

r2−r2
1

r2
2−r2

1
ρ
γ−1
2

) 1
γ−1

p0(r) = ρ0(r)γ

u0(r) = 0

(20)

The analytic solution for the density, pressure, and velocity as a function of the radius and time are

ρ(r(t), t) = ρ0(r0)h(t)
−2
γ−1

p(r(t), t) = p0(r0)h(t)
−2γ
γ−1

u(r(t), t) = r0 dh(t)
dt

(21)

The radius varies with time according to
r(t) = r0h(t) (22)

The analytic solutions in Eq. (21) and the radius are functions of the initial radius r0 and a non-dimensional variable
h(t) given by

h(t) =

√
1 −

t2

τ2 (23)

where τ is the focusing time (when h vanishes) and is given by

τ =

√√√√√√ (γ − 1)
[(

r0
2

)2
−

(
r0

1

)2
]

2
(
c2

2 − c2
1

) (24)

The sound speed c is given by c =
√
γp/ρ. The derivative with respect to time of the variable h is

dh(t)
dt

=
t
τ2

1
h(t)

(25)

The simulation is calculated to a time of t f inal =
√

3
2 τ, which corresponds to an inner and outer radius of 0.45 and

0.5 cm. The initial conditions are given by Eq. 20 and time-dependent pressure boundary conditions are applied to
the inner and outer surfaces also according to Eq. (21). Unlike the analytical problem, pressure boundary conditions
cause the numerical problem to be hydrodynamically unstable. That is, there is no mass outside the boundary, so that
the effective Atwood number is unity at the surfaces. In particular, the outer surface is Rayleigh-Taylor (RT) unstable,
while the inner is RT stable. This causes numerical perturbations on the outer surface to grow with time and eventually
affect the solution on the inner surface. As a high degree of symmetry can be achieved by 2D equiangular meshes
and the RZ formulation described in [15], the boundary conditions can be applied directly to both surfaces without
strongly affecting the 2D solution.

However, there exists no completely symmetrical tessellation of a sphere in 3D, and the 3D solution is strongly
affected by perturbations on the outer surface. There are several possible solutions to this issue that maintain the spirit
of the test problem. We elected to simply move the instability away from the surfaces of interest by applying the
appropriate pressure boundary condition (also derived from Eq. 21) at an outer radius initially at 1.1 cm. No change
was made at the inner surface because it was RT stable.

In 2D, we used 90-degree polar meshes consisting of 12x24, 24x48, 48x96, 96x192, and 192x384 radial by
angular cells. In 3D, the shell was assembled in an octant from three logically rectangular blocks. We considered 3
resolutions for the blocks: 10x10x10, 20x20x20, and 40x40x40. In Figure 17(a), we show the initial (yellow) and
final (green) meshes for the 12x24 2D calculation. In Figure 17(b-d), we show that portion of the 20x20x20 3D
mesh initially between 0.9 and 1.0 cm, omitting the portion between 1.0 and 1.1 cm. The CCH2 and CGR results are
indistinguishable on this scale, so that only the CGR meshes are shown.

The calculated inner and outer radii closely follow the analytic solution in time as shown in Figure 18 for 2D (a
and c) and 3D (b and d). In 2D, the CCH2 (blue) and CGR (red) results are indistinguishable, but differ slightly in
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(a) 2D mesh (b) 3D mesh, rear

(c) 3D mesh, side (d) 3D mesh, front

Figure 17: Kidder shell initial (yellow) and final (green) meshes. 2D 12x24 mesh (a) and 3 orientations (b-d) of the 20x20x20 mesh. The CCH2
and CGR results are indistinguishable on this scale, so that only the CGR are shown.
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(a) 2D 12x24 mesh (b) 3D 10x10x10 mesh

(c) 2D detail (d) 3D detail

Figure 18: Kidder shell inner and outer radii vs. time for the coarsest meshes. In each figure, the upper curve corresponds to the outer surface, and
the lower to the inner. The analytical results are indicated by black dots. 2D is left and 3D right. In 2D, the CCH2 (blue) and CGR (red) results are
indistinguishable, but differ slightly in 3D.

3D with CGR being closer to the analytical results. The final radii are given in Table 3 along with the convergence
rates. The convergence plots are given in Figure 19. Although the error was small, the 2D CCH2 calculations did not
converge because of the aforementioned instabilities. The other convergence rates ranged from about 1.75 to 2.24.
The percent RMS deviation from sphericity is calculated as

r̄ =
1
n

n∑
i

ri

pct =
100
nr̄

√√
n∑
i

(ri − r̄)2

with the sum being over boundary points. Figure 20(b) compares the deviation of the inner (heavy) and outer (light)
surfaces for CCH2 (blue) and CGR (red). The deviation for 2D CGR is notable because it remains near machine
precision for most of the calculation, increasing for the outer surface only near the completion time. Other deviations
tend to increase at late time as t2 as might be expected from fluid instability theory.

5.5. Kidder ball

The Kidder shell analytic solution in the previous subsection goes to infinity when the inner surface reaches the
origin (e.g. Eq. (21) gives ρ1(0, τ) = p1(0, τ) = u1(0, τ) = ∞), so the accuracy of the method was quantified on the
implosion phase up to a time of t f inal =

√
3

2 τ. Given this, we calculate another isentropic compression problem that is
valid for all time and is based on the work of Kidder and Coggeshall [28, 88]. This test problem is a sphere of gas that
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Cell Inner Outer Inner Outer
thickness CCH2 CCH2 CGR CGR

2D 0.01 0.447475 0.498090 0.448188 0.498775
0.005 0.449454 0.499779 0.449544 0.499686
0.0025 0.449893 0.500293 0.449884 0.499919

0.00125 0.449975 0.500685 0.449970 0.499979
0.000625 0.449960 0.501841 0.449992 0.499994

Rate 2.2366 - 1.9668 1.9172
3D 0.02 0.443937 0.496704 0.449209 0.496636

0.01 0.448588 0.499531 0.449689 0.499113
0.005 0.449679 0.500062 0.449930 0.499769
Rate 2.1202 2.8615 1.7497 1.9320

Table 3: 2D and 3D Kidder shell inner and outer radii at t=0.22027 for CCH2 and CGR. Convergence rates are also tabulated.

(a) 2D inner radius (b) 3D inner radius

(c) 2D outer radius (d) 3D outer radius

Figure 19: Kidder shell convergence on the inner and outer radii. CCH2 (blue) and CGR (red). Note that the 2D CCH2 calculations did not
converge.
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(a) 2D (b) 3D

Figure 20: Kidder shell. Percent RMS deviation from sphericity vs. time for 2D resolution 96x192 and 3D resolution 40x40x40. Results for other
resolutions are similar. CCH2 (blue) and CGR (red). The lighter curves correspond to the outer surface and the heavier to the inner. The deviation
for 2D CGR is notable because it remains near machine precision for the duration of the calculation. Other deviations tend to increase at late time
as t2 as might be expected from fluid instability theory.

is isentropically compressed and is termed the Kidder ball problem to distinguish it from the Kidder shell problem
in the previous subsection. The chief goal of the Kidder ball problem is to assess the ability of the hydrodynamic
method to reach the theoretical maximum compression, which occurs at the origin. This test problem is isentropic so
dissipation errors will artificially reduce the peak compression. Another goal is to demonstrate symmetry preservation.
The equation of state is a polytropic gas with gamma equal to 5/3. The initial conditions are as follows: an initial
inward linear velocity profile, a Gaussian density profile, and a constant internal energy. The initial velocity profile is
u = −r/2, the initial density profile is ρ = 1

√
2

exp
(
−r2

/
2
)
, and the initial internal energy is 3/8. The analytic solution

for the density, radial velocity, and specific internal energy is provided below as a function of time, t, and radius, r.

ρ = 2
(
1 + (t − 1)2

)− 3
2 exp

(
− r2

1+(t−1)2

)
u =

r(t−1)
1+(t−1)2

e =
3
4

1+(t−1)2

(26)

The units are g, cm, and µs. The radial velocity above is applied to the nodes on the outer surface, so this problem can
be viewed as a spherical piston. The calculated solution will be compared to the analytic solution.

The problem was modeled in 2D using a rectangular domain of (x, y) ∈ [−3, 3] × [0, 3] with mesh resolutions of
5x10, 10x20, 20x40, 40x80, 80x160, 160x320, and 320x640. The calculation was run to a time of t = 2.0 after which
the shock has reflected from the origin as shown in Figure 21. Our analysis is done at a time of maximum compression
t = 1.0. The scatter plots for density and SIE are compared to the analytic solution at t = 1.0 in Fig. 22 for the 80x160
calculation. The CGR result tracks the analytic well, while the CCH2 has much larger errors, especially with respect
to SIE. As in the Coggeshall problem, the thermodynamic results are sensitive to velocity errors. For CCH2, the SIE
is low because the theoretical compression is not achieved.

The L1 convergence plots for density and pressure at t = 1.are plotted in Figure 23 and listed in Table 4 at t=1.0
µs. For both density and pressure, the CGR method converges at a rate of almost 2, while that of CCH2 is only slightly
greater than 1.

5.6. Verney and Howell problems

Verney [107] examined the case of finite-radius, spherical copper and uranium shells collapsing under a given
loading and constructed a simplified, approximate mathematical model of the problem, assuming incompressible,
elastic-perfectly-plastic material response. The initial kinetic energy of the material dissipates via conversion to plastic
work. These simplifications lead to a closed-form solution for the final inner radius. Later, Howell [53] considered
the case of cylindrical shells.
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Figure 21: Kidder ball. CGR calculation on a 80x160 mesh at t=2.0 showing the reflection from the origin. Colors reflect density.

(a) Density (b) Density on expanded scale

(c) SIE

Figure 22: Kidder ball. Scatter plots vs. distance at t = 1.0 for 80x160 mesh resolution. Shown are (a) density, (b) density on an expanded scale,
and (c) SIE. CCH2 (blue), CGR (red), and analytic (black).
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Cell size L1 density L1 pressure
0.6 6.6776e-2 5.9530e-2

CCH2 0.3 2.7552e-2 2.3644e-2
0.15 1.1142e-2 8.7013e-3

0.075 5.5141e-3 4.0198e-3
0.0375 2.6478e-3 1.8462e-3
0.01875 1.2751e-3 8.6276e-4

0.009375 6.2991e-4 4.2156e-4
0.6 3.6037e-2 1.6648e-2

CGR 0.3 1.1796 e-2 6.7043e-3
0.15 2.7809e-3 1.5172e-3

0.075 7.7574e-4 4.4222e-4
0.0375 2.0516e-4 1.1676e-4
0.01875 5.1321e-5 2.9236e-5

0.009375 1.2969e-5 7.4131e-6

Table 4: Kidder ball. L1 volume-weighted density and pressure norms at t = 1. for CCH2 and CGR.

(a) L1 density norm (b) L1 pressure norm

Figure 23: Kidder ball. Convergence plots at t = 1.Density convergence rates were 1.111 (CCH2 blue) and 1.920 (CGR red). Pressure convergence
rates were 1.186 (CCH2 blue) and 1.885 (CGR red).
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(a) Verney 16x64 (b) Howell 16x64

Figure 24: Verney and Howell for 16x64 resolution. Inner radius vs. time for CCH2 (blue) and CGR (red) for the RZ Verney problem (a) and the
XY Howell problem (b). On this scale, CCH2 and CGR agree well for Howell but not for Verney.

Mesh Cell size Verney Verney Howell Howell
CCH2 CGR CCH2 CGR

4x16 0.050000 4.2812 3.5197 4.5033 4.1430
8x32 0.025000 3.6122 3.1419 4.1294 4.0211

16x64 0.012500 3.2639 3.0249 4.0262 3.9975
32x128 0.006250 3.0867 2.9897 3.9987 3.9915
64x256 0.003125 3.0108 2.9796 3.9912 3.9894
128x512 0.001562 - 2.9734 - 3.9885

Table 5: Verney and Howell problems. Minimum inner radii for CCH2 and CGR. The 128x512 CGR calculations were used as a reference for both
CCH2 and CGR.

The cylindrical and spherical problems considered here model the collapse of a 2 cm thick Be shell. The Be is
modeled as a compressible material with a density ρ0= 1.85 g/cm3, shear modulus G= 1.51 Mb, yield strength Y0=

0.0033 Mb, and a Gruneisen equation of state with c0=0.7998, s=1.124, Γ=1.16. The initial velocity distribution that
drives the shell is divergence free and is given by

u (r) = u0

(Router

r

)α
(27)

The initial stress state is traceless, on the yield surface, and properly rotated. The initial inner and outer radii were
8 and 10 cm respectively and the azimuthal angle was from 0o to 180o. We considered radial and azimuthal mesh
resolutions of 4x16, 8x32, 16x64, 32x128, 64x256, and 128x512.

In the XY Howell problem α = 1.0 and u0=0.04902 cm/µs. The shell coasts in until the kinetic energy is dissipated
as plastic work. The analytic solution has a stopping time of about 140 µs and an inner radius of 4.0 cm. In the RZ
Verney problem α = 2.0 and u0=0.06750 cm/µs. The analytic solution has a stopping time of about 100 µs and an
inner radius of 3.0 cm. Figure 24 shows the calculated inner radius vs. time for 16x64 meshed Verney (a) and Howell
problems (b). CCH2 results appear in blue, and CGR results in red. On this scale, CCH2 and CGR agree well for
Howell but not for Verney.

The numerical solution is compressible, so that the incompressible analytic result does not hold exactly. Acoustic
waves at a stress level less than the yield surface continue to propagate with minimal dissipation as shown in the
expanded Figure 25. The figure plots the inner radius vs. time for 5 resolutions for both CCH2 (left) and CGR (right)
for both the Verney (top) and Howell (bottom) problems. Note that the coarser resolutions are off scale in the CCH2
plots (left).

Because the kinetic energy is not completely dissipated in the compressible calculation, a converged solution to
the simulation should oscillate about an average inner radius less than that obtained analytically. In the absence of a
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(a) Verney CCH2 (b) Verney CGR

(c) Howell CCH2 (d) Howell CGR

Figure 25: Verney and Howell problems. Inner radius vs. time showing late time acoustic response. Resolutions shown: 4x16 (red), 8x32
(green),16x64 (blue), 32x128 (purple), 64x256 (aqua). Note that the coarser resolutions are off scale in the CCH2 plots (left).

33



(a) Verney (b) Howell

Figure 26: Verney and Howell problems. Error in the minimum radius vs. radial mesh size. For both problems, the CGR error (red) is significantly
less than that of CCH2 (blue). For Verney (a), the respective convergence rates are 1.278 (CCH2) and 1.628 (CGR) . For Howell (b), the respective
convergence rates are 1.898 (CCH2) and 1.846 (CGR).

(a) t=0.0004 (b) t=130.

Figure 27: 3D Verney. Geodesic mesh at t=0.004 and 130. The result is comparable to the coarsely gridded 2D result.

dynamic analytical result, we used a higher resolution CGR (128x512) calculation as a reference. As a figure of merit,
we took the minimum inner radius near a time of 100 for Verney and 140 for Howell. The radii are shown in Table 5,
and the reported error is the difference between the tabulated radii and the reference radius. The convergence rates are
plotted in Figure 26. The CCH2 and CGR rates were comparable for the Howell problem, but CGR was much better
for the Verney problem.

We have included a 3D Verney calculation to demonstrate CGR in a 3D configuration with strength and an un-
structured geodesic mesh. Figure 27(a) shows the initial mesh for a very coarsely gridded 3D Verney problem. The
mesh is geodesic [43, 44] with 10 cells in the radial direction. Figure 27(b) shows the mesh at t=130 µs. Colors
represent velocity magnitude. The result is comparable to the coarsely gridded 2D result.

5.7. Taylor anvil

Taylor anvil experiments have their origins in the work of G.I. Taylor [97] and are often used to calibrate material
strength parameters. Although this problem begins with a shock, we have included it among the smooth f low test
problems because the solution is dominated by later flow. Our assumed configuration consists of a cylindrical copper
rod of radius 0.32 cm and length 3.24 cm, impacting a rigid surface at velocity 227 m/s [92]. There are no analytical
results for this particular test problem, and no direct comparison with experiment. As a test problem, the Taylor anvil
is principally useful in comparing dissipation and stiffness in numerical algorithms. The final positions of the toe
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R (the r axis position of the bottom of the rod) and heel Z (the z axis position of the top of the rod) are taken as a
measures of the calculated plastic dissipation, the larger radius and shorter length corresponding to less dissipation.

The assumed copper material properties are: initial density ρ0=8930 kg/m3, shear modulus G=43.333 GPa, yield
stress Y0=400 MPa, hardening modulus YH=100 MPa, and a Gruneisen equation of state with c0=3940., s=1.48,
Γ=2.0.

In the simulation, the rod is constrained to stick to the surface, although this is not true experimentally. We note
that calculations in which the rod is not constrained to the surface were presented in Reference [81]. Our calculations
were carried out up to a time of 80 µs, at which point nearly all the initial kinetic energy had been dissipated into
internal energy. The results are sensitive to the resolution. For comparison purposes we use a relatively coarse mesh
of 24x80 cells respectively in the radial and axial directions.

Figure 28 (a and b) compares the CCH2 (left) and CGR (right) configurations at 80 µs, clearly showing greater
dissipation in the CCH2 calculation as evidenced by the deformation. The respective toe positions were R=0.006625
and 0.006972. The respective heel positions were Z=0.02197 and 0.02150. Figure 28 (c left) demonstrates the
checkerboard patterns that can occur if only the LSQ point gradient is used, corresponding to λ = 0. in Section 15.
The pattern is essentially removed by mixing LSQ point and corner gradients as indicated in Figure 28 (c right) for
λ = 0.25. The heel and toe positions were relatively unaffected by this parameter.

6. Shock dominated problems

6.1. Sod shock tube

The Sod shock tube is a very well known problem defined in [96]. It consists of a shock tube of 100 units in
length. The interface is located at x = 50. At the initial time, the states on the left and the right sides of the interface
are uniform. The left state is a high pressure fluid characterized by {ρL, pL, uL} = {1, 1, 0} the right state is a low
pressure fluid defined by {ρR, pR, uR} = {0.125, 0.1, 0} The polytropic gas is defined by γ = 7/5. Physically, the
problem is 1D, but we model it on a 2D mesh. The computational domain is defined by

[
x, y

]
∈ [0, 100]× [0, 10]. The

initial mesh is a Cartesian grid with 1000 × 10 cells. The boundary conditions are reflective.
In Figure 29, we compare scatter plots of density, pressure, velocity and specific internal energy for CCH2 and

CGR at t=20. There are only minor differences between the calculations, the greatest being in the SIE field that is
expanded in Figure 30. The CGR calculation has slightly greater wall heating at the contact discontinuity but is also
sharper at the shock. There was no observable variation through the 10 cells in the y direction.

6.2. Noh problem

The Noh problem [85] has been used extensively to illustrate the difficulties of preserving symmetry as well as
exposing tendencies to produce a well known entropy error known as wall heating [23]. The material is a polytropic
gas with γ = 5/3. Initially the velocity is directed radially inward with a unity magnitude, the density is unity, and
the internal energy is small (10−4). The converging flow causes a shock to form at the origin and propagate radially
outward. The density plateau behind the shock wave reaches a uniform value of 16 in XY and 64 in RZ out to a radius
of 0.2 at t=0.6. Numerically, the proper density near the origin is not obtained because of the aforementioned wall
heating. Two types of mesh are commonly employed: a polar grid with equiangular zoning and a square or box grid.

2D polar meshes. The polar grids used were 100 cells in the radial direction by 40 in the azimuthal. As shown in
Figure 31(a) for XY geometry and in (b) for RZ geometry, CCH2 and CGR produce nearly identical results. In both
cases, CGR had less wall heating in the first cell. For both CCH2 and CGR, the RZ formulation described in [15]
guarantees symmetry on equiangular polar meshes. With 40 azimuthal cells, convergence of the flow produces large
aspect ratio cells near the origin as the radial velocity tends toward zero. Because â in Equation 11 vanishes for
stationary flow, these cells can become unstable. To avoid this, the parameter η in Equation 13 was set to a large
number, forcing â to equal the corner normal. Figure 32 shows the effect of the s term in Equation 10 for a CGR
calculation. Omitting this term clearly reduces the wall heating.
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(a) Full view (b) Expanded view

(c) Expanded view

Figure 28: Taylor anvil at t=80 µs (a) full view, (b) expanded view. Pressure contours comparing CCH2 (left) and CGR (right) on a scale of −3 ·108

to +3 · 108. The respective toe positions were R=0.006625 and 0.006972. The respective heel positions were Z=0.02197 and 0.02150. (c) CGR
checkerboard pattern (left) with λ = 0.0 and (right) reduction with λ = 0.25 although a small amount remains near the axis.
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(a) CCH2 density (b) CGR density

(c) CCH2 pressure (d) CGR pressure

(e) CCH2 velocity (f) CGR velocity

(g) CCH2 SIE (h) CGR SIE

Figure 29: Sod. Scatter plots of density, pressure, velocity and specific internal energy vs. position at t=20 for CCH2 (left) and CGR (right).
Analytic result in black.

37



(a) CCH2 density (b) CGR density

Figure 30: Sod. Comparison of SIE at t=20 for CCH2 (a) and CGR (b). Analytic result in black.

(a) XY density (b) RZ density

Figure 31: Noh 40x100 polar mesh. Scatter plot of density vs. radius comparing CCH2 (blue) and CGR (red) in XY (a) and RZ (b) geometries.
Analytic result in black.

(a) XY density (b) RZ density

Figure 32: Noh 40x100 polar mesh. Scatter plot of density vs. radius showing the effect of the s term in Equation 10 for CGR in XY (a) and RZ
(b) geometry. Off (blue), on (red). Results are comparable for CCH2. Analytic result in black.
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(a) CCH2 density (b) CGR density

(c) CCH2 mesh (d) CGR mesh (e)

Figure 33: Noh XY 100x100 box mesh. Scatter plot of density vs. radius on a box grid: CCH2 (a) and CGR (b). Analytic result in black.
Corresponding mesh plots colored by density appear in (c) and (d).
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(a) CCH2 density (b) CGR density

(c) CCH2 mesh (d) CGR mesh (e)

Figure 34: Noh RZ 100x100 box mesh. Scatter plot of density vs. radius on a box grid: CCH2 (a) and CGR (b). Analytic result in black.
Corresponding mesh plots colored by density appear in (c) and (d).

2D box meshes. For our box grid comparisons, we use a 100x100 square grid on a physical domain on [0,1.2] in both
directions. As in the polar calculations, the parameter η in Equation 13 was set to a large number, forcing â to equal
the corner normal. As shown in Figure 33 (a and b), the density fields calculated by CCH2 and CGR in XY geometry
are comparable. The corresponding mesh plots colored by density appear in Figure 33 (c and d).

Figure 34 (a and b) compares the density fields calculated by CCH2 and CGR in RZ geometry. The CGR result
has excellent symmetry and reduced wall heating errors. CCH2 has more scatter as well as more wall heating. The
corresponding mesh plots colored by density appear in Figure 34 (c and d). The CCH2 mesh displays significant loss
of symmetry and mesh distortion near the origin, whereas that of CGR remains good. We note that the symmetry
proof for the RZ formulation described in [15] applies only to equiangular polar meshes, not for box meshes used
here. The choice of the λ parameter used in all the CGR test problems was largely based upon the results shown in
Figure 35 in which λ=0.25 significantly reduces the spread in the density distribution.

3D box mesh. Figure 36 compares the density fields calculated by CCH2 and CGR in 3D XYZ geometry. CCH2 has
considerably more scatter than CGR. The differences between CCH2 and CGR are also apparent in Figure 37 that
compares mesh plots for CCH2 (a) and CGR (b). The colors represent density. Figure 37 (c) is a CGR result in which
the gradient operators do not use the auxiliary ghost cells discussed in Section 4.1. The lack of symmetry along the
block edges is apparent.
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(a) λ=0 (b) λ=0.25 (c) λ=0.50

Figure 35: Noh RZ 100x100 box mesh. Scatter plot of density vs. radius on a box grid, varying the CGR λ parameter. The choice λ=0.25
significantly reduces the spread. Analytic result in black.

(a) CCH2 density (b) CGR density

Figure 36: 3D Noh 96x96x96 box mesh. Scatter plot of density vs. radius on a box grid: CCH2 (a) and CGR (b). The latter compares favorably
with the CGR RZ calculation in Figure 34(b). Analytic result in black.

(a) t=CCH2 (b) CGR (c) CGR without auxiliary ghost cells

Figure 37: 3D Noh 50x50x50 box mesh. Surface plots of of density. Mesh cube viewed from the origin.
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(a) CCH2 (b) CGR

Figure 38: Sedov XY. Scatter plots of density vs. distance for CCH2 (a) and CGR (b) on a 200x200 box grid. The analytic peak density is 6.0.

6.3. Sedov blast wave
In this section, we present results of the Sedov blast wave [93] as an example of a diverging shock wave with a

similarity solution. The initial setup consists of a square grid extending from 0 to 1.2 in both x and y directions defining
a single quadrant. Except as noted, calculations were run on a 200x200 square mesh. All boundaries are reflective.
The material is a polytropic gas with initial density of unity and initial velocity, zero everywhere. The specific internal
energy is effectively zero (10−6) except in the source region. We consider two variations of the problem.

XY. In XY, we used γ = 7/5. The energy source was a single cell with internal energy 0.245919. The similarity
solution for a point source predicts that the shock should be at a radius of unity at a time of unity with a peak density
of 6.0. Figure 38 compares the two. Both match the analytic solution well, but CCH2 has less scatter. The CGR
method appears to be more sensitive to the grid distortion along the diagonal shown in Figure 39.

RZ. In RZ, we used γ = 5/3. The energy source was a single cell with internal energy 0.26795. The similarity
solution for a point source predicts that the shock should be at a radius of unity at a time of unity with a peak density
of 4.0. Figure 40 compares CCH2 and CGR. The solutions are comparable and match the analytic solution well.

3D. In 3D, we again used γ = 5/3. We modeled an octant with a 48x48x48 mesh on a cubical domain of length 1.2
in each direction. The energy source was a single cell with internal energy 0.0616988. Figure 41 compares CCH2 and
CGR. Again, the solutions are comparable and match the analytic solution well.

6.4. Saltzman shock tube
The Saltzman problem was proposed by J. Saltzman and is documented in various sources [78, 36, 12]. It consists

of a piston-driven planar shock passing through a skewed mesh not aligned with the flow and was devised to test
robustness of Lagrangian methods. In 1D, the unskewed problem is simply a shock tube of unit length, driven on the
left by a fixed velocity of unity. The material is a polytropic gas with γ = 5/3 and {ρ0, e0, u0} = {1., 1.e − 6, 0.}. The
shock develops at the piston face and propagates at a velocity of 4/3 until it reflects from the right boundary at t = 0.75
and reflects again from the piston face at t = 0.90. The density should be equal to 4.0 in the singly shocked region
and equal to 10.0 in the doubly shocked region that results after the first reflection.

2D Saltzman. Numerical results for the 2D Saltzman problem have been reported by many authors for both staggered
[78, 36, 12] and cell-centered schemes [74, 13]. The 2D problem domain is (x, y) ∈ [0, 1] × [0, 0.1] and is defined by

xi j = L (i − 1) + L (11 − j) sin [π (i − 1)]
yi j = L ( j − 1)

in which L = 0.01 and the indices are in the range (i, j) ∈ [1, 101] × [1, 11]. The resulting mesh is shown in Figure
42(a). Boundaries are reflective except for the x = 0 boundary that is driven with a constant rightward velocity of
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Figure 39: Sedov XY. 100x100 mesh showing systematic deformation in the 45 degree direction. Colors represent pressure.

(a) CCH2 (b) CGR

Figure 40: Sedov RZ. Scatter plots of density vs. distance for CCH2 (a) and CGR (b) on a 200x200 box grid. The analytic peak density is 4.0.

(a) CCH2 (b) CGR

Figure 41: Sedov 3D. Scatter plots of density vs. distance for CCH2 (a) and CGR (b) on a 48x48x48 box grid. The analytic peak density is 4.0.
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(a) 2D Saltzman mesh

(b) 3D Saltzman mesh

Figure 42: Saltzman. (a) 2D and (b) 3D meshes

unity. Because the physical flow is one-dimensional, the calculated mesh lines should be horizontal, and the density
field should be uniform in the vertical direction.

Figure 43 shows CCH2 and CGR XY meshes at times of 0.70, 0.85 and 0.90. The results are comparable at t=0.7,
but the CGR shock front is clearly more vertical at t=0.85, and the CGR mesh lines are more horizontal at t=0.90.
The RZ comparison is similar and only the t=0.90 meshes are shown in Figure 44. The corresponding XY densities
are shown in Figure 45. Aside from a spike at the front at 0.70, the CGR results are clearly superior.

3D Saltzman. A 3D extension of the problem was proposed by E. Caramana, et. al. [22] who employed a staggered
scheme. The problem has since been calculated by others in a cell-centered context [77, 6]. Reported calculations
have tended to terminate by about a time of 0.8 or earlier because of tangling or small time step.

The 3D problem domain is (x, y, z) ∈ [0, 1] × [0, 0.1] × [0, 0.1] defined by

xi jk =

{
L(i − 1) + 0.2L (11 − k) (6 − j) sin [π (i − 1)] i ≤ j ≤ 6
L(i − 1) + 0.2L (k − 1) ( j − 2) sin [π (i − 1)] 7 ≤ j ≤ 11

yi jk = L ( j − 1)

zi jk = L (k − 1)

in which the indices are in the range (i, j, k) ∈ [1, 101]× [1, 11]× [1, 11]. Note that the j = 6 plane is unmodified while
the j = 1 and j = 11 planes have opposite skew. The resulting mesh is shown in Figure 42(b).

Both CCH2 and CGR 3D calculations were performed. The CCH2 calculation terminated at t=0.79, whereas the
CGR calculation ran to nearly t=0.95. The CGR results are presented in Figure 46 at times corresponding to those of
the 2D Figures 43 and 45. In the scatter plots, blue dots correspond to cells near the central plane and are in reasonable
agreement with the 2D results of Figure 45. All other cells are indicated by red dots. Because the CCH2 calculation
terminated before t=0.8, we compare CCH2 and CGR at earlier times of 0.60, 0.70, and 0.75 as shown in Figure 47.
The CGR results have markedly less scatter.

6.5. Adiabatic release

This test problem was originally posed by G. Bazan and formalized by R. Rieben [5] to verify the ability to follow
adiabatic release down an isentrope following shock compression to Hugoniot density. An extensive code comparison
was done in [86].

The problem can be viewed as a 1D Riemann problem on a domain x ∈ [0, 0.9] split into two materials with a
contact discontinuity at x=0.3 as shown in Figure 48. Each material is defined with the following equation of state

p (ρ) =

(
ρ

ρ0
− 1

)
ρ0c2

0 (28)
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(a) CCH2 XY mesh at t=0.70

(b) CGR XY mesh at t=0.70

(c) CCH2 XY mesh at t=0.85 (d) CGR XY mesh at t=0.85

(e) CCH2 XY mesh at t=0.90 (f) CGR XY mesh at t=0.90 (g) Density scale

Figure 43: Saltzman 2D XY. Comparison of CCH2 and CGR meshes at t=0.70 before reflection at the wall, 0.85 after the reflection, and 0.90 at
the time of the reflection from the piston face. Color represents density on a scale of 0 to 12 as indicated in (g).
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(a) CCH2 RZ mesh at t=0.90 (b) CGR RZ mesh at t=0.90

Figure 44: Saltzman 2D RZ. Comparison of CCH2 and CGR meshes at 0.90 at the time of the reflection from the piston face. Comparison at earlier
times is similar to the XY case. Color represents density on a scale of 0 to 12 as indicated in Fig. 43(g)

in which ρ0 is the initial density, ρ is density and the sound speed at reference density c0 = 0.4. The initial conditions
are

{u, ρ, e}L = {0.5, 16, 0}
{u, ρ, e}R = {0.0, 16, 0} (29)

The boundary conditions at each end are free. The diagnostics consist of two Lagrangian tracer particles located
initially at x = 0.36 and x = 0.84. The problem is run until t = 1.4 by which time a shock has formed at the contact,
interacted with tracer 2 at about t ∼ 0.83, formed a rarefaction at the free surface, and begun the release on tracer 2 at
about t ∼ 0.98. We ran 5 simulations with cell sizes of 0.01, 0.005, 0.0025, 0.00125, and 0.000625 cm.

An expression for the specific internal energy along the adiabatic is easily derived. Following [5, 86]

up =
1
2

uL (30)

Based upon the initial conditions, the Hugoniot values are

pH = ρ0up

(
c0 + up

)
ρH = ρ0

(
1 +

up

c0

)
eH =

pH (ρH−ρ0)
2ρHρ0

(31)

The adiabatic energy as a function of density is given by

eA (ρ) = eH + c2
0

[
ρ − ρH

ρ0
− ln

(
ρ

ρH

)]
(32)

The figure of merit is the percentage error in this quantity. The SIE as a function of density during loading and release
are shown in Figure 49.

Figures 50(a) and (b) shows the log of the SIE error along the adiabat as a function of density for CCH2 and CGR
respectively. Both results compare very favorably with the best of those in Reference [86]. The CGR error is much
less than CCH2 error over most of the release. Also, the CGR error remains relatively constant, whereas the error
with CCH2 increases during the release.

6.6. Elastic-plastic piston
The elastic-plastic piston problem tests the strength formulation at the elastic-plastic limit. The objective is to

match the speed and shape of the elastic precursor. The analytic solution for this problem was formulated from the
discussion of impacts of elastic-plastic materials in Reference [100]. The mesh consists of 500x1 cells driven from the
left with a velocity of 0.01 cm/µs. The material is aluminum with properties: density ρ0=2.79 g/cm3, shear modulus
G=0.286 Mb, yield stress Y0=0.0026 Mb, and a Gruneisen equation of state with c0=0.533, s=1.34, and Γ=2.0. The
domain is 0 to 1.5 cm in the direction of propagation.

At t=2.0, the thermodynamic quantities (of which we show only density) are plotted vs distance in Figure 51 (a)
to show both the plastic wave and the elastic precursor and on an expanded scale (b) for the precursor only. For both
the elastic and plastic waves, the CGR result is sharper.
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(a) CCH2 XY density at t=0.70 (b) CGR XY density at t=0.70

(c) CCH2 XY density at t=0.85 (d) CGR XY density at t=0.85

(e) CCH2 XY density at t=0.90 (f) CGR XY density at t=0.90

Figure 45: Saltzman 2D. Scatter plots of density for CCH2 and CGR calculations of the 2D problem at t=0.70 before reflection at the wall, 0.85
after the reflection, and 0.90 at the time of the reflection from the piston face. Analytical solution shown in black.
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(a) CGR mesh at t=0.70 (b) CGR density at t=0.70

(c) CGR mesh at t=0.85 (d) CGR density at t=0.85

(e) CGR mesh at t=0.90 (f) CGR density at t=0.90

Figure 46: Saltzman 3D. Meshes and scatter plots of density for CGR calculations of the 3D problem at t=0.70 before reflection at the wall, 0.85
after the reflection, and 0.90 at the time of the reflection from the piston face. Color in the mesh plots correspond to density on the scale of Figure
43(g). Density in all cells are indicated by red dots in the scatter plots. The blue dots correspond to cells near the central plane at j=6. Analytical
solution shown in black.
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(a) CCH2 density at t=0.60 (b) CGR density at t=0.60

(c) CCH2 density at t=0.70 (d) CGR density at t=0.70

(e) CCH2 density at t=0.75 (f) CGR density at t=0.75

Figure 47: Saltzman. Scatter plots of density for CCH2 and CGR calculations of the 3D problem at times of 0.60, 0.70, and 0.75. Analytical
solution shown in black.

Figure 48: Adiabatic release. Initial configuration.
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Figure 49: Adiabatic release. Specific internal energy (SIE) vs. density loading and release.

(a) CCH2 (b) CGR

Figure 50: Adiabatic release. Percent energy error vs. distance for (a) CCH2 and (b) CGR for resolutions of 0.01(red), 0.005 (green), 0.0025 (blue),
0.00125 (purple), and 0.000625 (aqua) cm.

(a) Full view (b) Expanded view

Figure 51: Elastic-plastic piston. Density vs. distance: CCH2 (blue), CGR (red), analytic (black). Box in (a) indicates region of elastic precursor
that is expanded in (b).
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Figure 52: Triple point. Initial configuration.

7. Eulerian and ALE problems

7.1. Exact intersection remap (xALE)
The ALE problems were run using a scheme called xALE that is a second order, exact intersection remap method

for unstructured polyhedral cells and is described in References [17, 19]. The method splits the operations into the
usual Lagrange step followed by mesh optimization and an intersection based remap. Unlike swept face methods
common in Eulerian and ALE schemes [52], intersection methods naturally couple across cell corners. We applied an
efficient second-order method of remapping cell centered variables from one unstructured grid to another, based upon
seminal work of Dukowicz and Ramshaw [37, 39, 89] and later extensions to unstructured polygonal grids [79], three
dimensions [84], and reconstructed interfaces [83].

At start-up, the materials are painted into the background mesh. That is, one intersects the material geometry with
the mesh and computes volume fractions of intersection for each mesh zone. After this, a volume-of-fluid interface
reconstruction [116] is applied to recover linear interfaces in each multi-material zone. That is, each material in a
multi-material zone is represented as a polygon and carries its own density, pressure, and internal energy. During
the Lagrangian stage, we use Tipton’s closure model [99, 95] to couple each material state in the multi-material
zones. During the remapping stage we use multi-material remapping, which includes remapping of pure material
sub-polygons (see, for example [61]). The rezoning strategy is a variation of Laplacian smoothing [51] the details of
which are beyond the scope of this paper.

7.2. Triple Point problem
The triple point problem has its origins in a similarity solution to a shock interacting perpendicularly with a density

discontinuity [40], giving rise to vorticity formation. It was cast as a reduced domain test problem in [94] and was
mentioned but not specified in [64]. More recent Lagrange and ALE calculations were done by Maire [69]. It has
since been calculated by a number of authors [46, 66, 59, 60, 67, 20, 17, 19, 18]. Although there is neither analytic
nor converged numerical solution to the reduced domain problem, the problem is useful in comparing numerical
algorithms.

The physical domain is shown in Figure 52, the object being material 3, and the shocked and unshocked fluids
being regions 1 and 2 respectively. The problem is usually run in XY geometry. The calculation presented here was
run to a time of 5.0 on a 100x200 grid in the vertical and horizontal directions respectively. All boundary conditions
are reflective. As testing of mesh relaxation methods is not our objective, we run the problem with a Laplacian relaxer
in an essentially Eulerian limit.

The density, pressure, and gamma are

{ρ, p, γ}1 = {1, 1, 1.5}
{ρ, p, γ}2 = {0.125, 0.1, 1.5}
{ρ, p, γ}3 = {1, 0.1, 1.4}

(33)

with energies set appropriately. The initial velocity is zero everywhere.
At the contact discontinuity, a rarefaction forms in material 1, while shocks form in materials 2 and 3. Because

of the different densities, shocks in the high and low density material travel at different velocities, giving rise to the
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Figure 53: Triple point. Comparison of density contours at t=5.0. CGR (top), CCH2 (bottom)

formation of a vortex. As noted, there is no converged solution, but roll up in the tip will generally increase until
perturbed by numerical error, giving rise to Kelvin-Helmholtz instabilities. A figure of merit in these calculations is
the amount of roll up that can be calculated.

Figure 53 compares density contours for CGR (top) and CCH2 (bottom) calculations at a t=5.0. The results are
similar, but the CGR calculation shows more detail in the red shock structure and in the tip roll up. The details of the
tip region are more clearly seen in the expanded views of Figure 54. In the figure, the reconstructed interface between
material 1 and other materials is red, while the interface between materials 2 and 3 is green. The CGR calculation
shows an additional 180 degrees of rotation on the same mesh.

7.3. Helium bubble

This problem corresponds to the interaction of a shock wave with a cylindrical helium bubble surrounded by air.
The problem is based on an experiment [50] and published calculations include [87, 46, 65]. The experiment involved
a planar Mach M = 1.25 shock wave through air interacting with a suspended spherical helium bubble with initial
radius RHe = .025 m within a test chamber with a 0.089 m square cross section.

The experimental Schlieren image times in [50] are relative to the time when the shock first reaches the bubble. A
M = 1.25 shock results in a shock speed ushock = 428.9 m/s in air which will propagate from the piston to the bubble
in time tshi f t = 1.807 · 10−4 s. To model the experiment, we constructed synthetic Schlieren-like images. Schlieren
shadowgraphy is based on the deflection of light by a refractive index gradient that is in turn directly related to the
density gradient. See Appendix B for a description of the process used to generate the synthetic images.

Both materials are initially at rest. To simulate this in a 2D cylindrical coordinate system, the test chamber wall
is assumed to be rigid with a cylindrical radius of 0.0445 m. A cylindrical computational domain was chosen with
[0, 0.0445] m in the r direction and in the z direction [−0.1, 0.4] m with the helium bubble centered initially at the
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(a) CCH2 (b) CGR

Figure 54: Triple point. Expanded view of vortices for CCH2 (a) and CGR (b) showing increased rotation in the latter. Referring to Fig. 52, the
reconstructed interface between material 1 and other materials is red, while the interface between materials 2 and 3 is green.

Figure 55: He bubble. Initial configuration.

origin. The domain is driven by a piston acting on the z= - 0.1 plane. The z-velocity of the mesh points along
this surface is prescribed as a constant velocity boundary condition with upiston = 128.678 m/s which is the shocked
particle velocity of the air, determined from the Rankine-Hugoniot jump relations, Mach number M, and the properties
of the air.

This is a two-material calculation. At start-up, the bubble and air are painted into the background mesh. Both are
polytropic gasses with

{γHe, ρHe, PHe} =
{
1.648, 0.2163 kg

/
m3, 105 Pa

}
{γair, ρair, Pair} =

{
1.4, 1.189 kg

/
m3, 105 Pa

}
The mesh is a logically rectangular grid with 80x600 cells. Reflecting boundary conditions are applied to the remain-
ing mesh boundaries.

In Figures 56 and 57, we present qualitative comparison of our calculations with experimental results from [50].
Due to the limited data, uncertainty in the scale of the images, and questionable sphericity of the bubble, it is difficult
to make more quantitative comparisons. In Figure 56, synthetic Schlieren images from the CGR (center) and CCH2
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(right) calculations are compared to the experimental images at 5 times. For the first 3 times, the images are similar,
but begin to differ markedly at times of 538 and 788 µs. The CGR images at the latter times are in excellent agreement
with the experiment, whereas the CCH2 are not.

In Figure 57, the bottom of each calculated image shows the material while the top is a color plot of density
gradient. In the density gradient plots, the shock locations for both CGR and CCH2 are in good agreement with those
in the Schlieren images. However, the shocks can be seen to dissipate at the later times in the CCH2 results.

8. Conclusions

Our goal was to address a justifiable perception that CCH is too dissipative. We have done so, as demonstrated
on a wide variety of test problems with results that are among the best we have seen. To do this, we introduced a
new CCH discretization called corner gradient reconstruction (CGR). CGR differs from traditional CCH only in the
reconstruction step. Unlike higher order reconstructions, it does not require solving large systems of equations in
each cell. The method extends trivially to 3D and is applicable to solids and fluids. CGR offers improved directional
accuracy by virtue of corner coupling, provides significant reduction in dissipation, especially for smooth flows, and
performs comparably or better for shock dominated flows. The computational cost is comparable to that of traditional
CCH2.
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Appendix A. Solid constitutive model

In the calculations presented, we use an isotropic hypo-elastic model based upon the Wilkins formulation [113]
in which the Cauchy stress is decomposed into a mean stress p = − 1

3 tr (σ) and deviatoric components s = σ + pI.
Similarly the strain rate is decomposed into volumetric ε̇V = tr (ε̇) = v̇

v and deviatoric components ė = ε̇ − 1
3 ε̇

VI.
For isotropic materials, the stiffness tensor D reduces to a simple form involving only bulk and shear moduli. When
the plastic flow is entirely deviatoric (a reasonable approximation for most non-porous metals), the deviatoric and
volumetric stress rates are entirely decoupled and can be updated separately. The mean stress can then be obtained
from an equation of state function p = P (v, e) and the deviatoric stress from a rate equation.

For the calculations shown, the equation of state was a Gruneisen form [31] derived from a linear relationship
between the shock and particle velocities, Us = c0 + sUp, that results in Hugoniot pressure PH (η) =

ρ0 c2
0η

(1−sη)2 and energy

EH (η) =
ηPH
2ρ0

in which η = 1 − v/v0. The equation of state is offset from the Hugoniot according to

p (η, e) = PH +
Γ

v
(e − EH) (A.1)

The Jaumann deviatoric stress rate is obtained from

ṡ = 2G
(
ė − ėP

)
− sω̇ + ω̇s (A.2)

which is a sum of two components, one proportional to the current rate of deformation and the other resulting from
the existing stress rotating with the material. In this equation, the elastic shear modulus G is typically a function of
density and temperature.

The stress rate in Equation A.2 is calculated using a split operation in which the Jaumann rotational terms are
applied at the start of the time increment and the elastic contribution ṡE = 2G

(
ė − ėP

)
is computed using a radial
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(a) t=270 µs

(b) t=333 µs

(c) t=411 µs

(d) t=538 µs

(e) t=738 µs

Figure 56: He bubble. Comparison of Schlieren images (left) from [50] with synthetic Schlieren images from CGR (center) and CCH2 (right) at
simulation times of 270, 333, 411, 538 and 788 µs.
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(a) t=270 µs

(b) t=333 µs

(c) t=411 µs

(d) t=538 µs

(e) t=738 µs

Figure 57: He bubble. Comparison of Schlieren images (left) from [50] with images from CGR (center) and CCH2 (right) at simulation times of
270, 333, 411, 538 and 788 µs. The top of each image is colored by density gradient and the bottom by material (dark for He and light for air).
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return procedure. Radial return is a simplified flow rule that is valid for materials in which the plastic strain increments
are entirely deviatoric and directionally aligned with the deviatoric stress. Under these conditions, the final stress is a
scaled version of a trial stress that is computed under the assumptions of no plastic flow ṡt = 2Gė.

The term equivalent is used to describe scalar quantities derived from the second deviatoric invariant of a tensor.
An equivalent trial stress is defined from the second invariant of the trial stress and compared to the radius of the yield
surface in the octahedral plane. The radius is defined as an increasing function of equivalent plastic strain εP

eq to be
defined later

Y
(
εP

eq

)
= Y0 + YHε

P
eq (A.3)

Here, Y0 is the radius of the initial yield surface and YH is the hardening modulus. If the yield surface is exceeded,
st

eq > Y
(
εP

eq

)
, the final deviatoric stress tensor is obtained by scaling

s = st
Y

(
εP

eq

)
st

eq
(A.4)

The equivalent plastic strain is the integral εP
eq =

∫
ε̇P

eqdt of a strain rate that is formally ε̇P
eq =

√
2
3 ėP : ėP. With

radial return, the computation of the individual components of the plastic strain rate tensor is unnecessary, and the
equivalent plastic strain rate is computed directly from

ε̇P
eq =

st
eq − Y

(
εP

eq

)
3Gδt

(A.5)

Strict enforcement of the preceding equations requires iteration because the system is implicit in equivalent plastic
strain. In practice, the previously computed equivalent plastic strain is used in the hardening rule.

Appendix B. Synthetic Schlieren images

The synthetic Schlieren images were generated as follows. Rays normal to the r-z plane are intersected with the
volume of revolution about the z-axis of all zones in the mesh. One ray is generated for each mesh zone such that the
ray intersects the r-z plane at that cell’s center. The attenuation for each ray can therefore be stored as a cell-centered
quantity. This cell field is plotted in visualization software to produce the images.

The ray-cell intersection length ∆x = x2− x1 is computed for every zone the ray intersects. This is shown in Figure
B.58(a). The 2D zonal density gradient ∇ρrz computed at the cell center {r, z} is rotated by θ = (θ1 + θ2)/2 about the
z-axis to obtain the 3D density gradient ∇ρ3D. The density gradient normal to the ray, ∇ρpro j is obtained by projecting
∇ρ3D onto the r-z plane. See Figures B.58(b) and (c).

The attenuation of ray n from one ray-cell intersection is

αz
n =

∥∥∥∇ρpro j

∥∥∥ ∆x

so that the total attenuation for ray n is then

αn =

n∑
z

αz
n

where the sum is over the set of zones intersected by ray n. This process is repeated for all rays to produce the field
that is plotted in the images. An inverse grayscale color palette was used such that the largest attenuation values are
black, the least are white and intermediate values are varying shades of gray.

57



(a) (b) (c)

Figure B.58: Schlieren image generation

References

[1] R. Abgrall, R. Loubere, and J. Ovadia. A Lagrangian discontinuous Galerkin-type method on unstructured meshes to solve hydrodynamics
problems. Int. J. Numer. Meth. Fluids, 44:645–663, 2004.

[2] F.L. Addessio, J.R. Baumgardner, J.K. Dukowicz, N.L. Johnson, B.A. Kashiwa, R.M. Rauenzahn, and C. Zemach. CAVEAT: A computer
code for fluid dynamics problems with large distortion and internal slip. Technical Report LA-10613, Los Alamos National Laboratory,
1990.

[3] A.J. Barlow and P.L. Roe. A cell centered Lagrangian Godunov scheme for shock hydrodynamics. Comput. Fluids, 46(1):133–136, 2011.
[4] T.J. Barth and D.C. Jespersen. The design and application of upwind schemes on unstructured meshes. In AIAA paper 89-0366, 27th

Aerospace Sciences Meeting, Reno, Nevada, 1989.
[5] G. Bazan and R.N. Rieben. Adiabatic release test problem description. Technical Report LLNL-PRES-463883, Lawrence Livermore

National Laboratory, 2010.
[6] W. Boscheri and M. Dumbser. A direct arbitrary Lagrangian-Eulerian ADER-WENO finite volume scheme on unstructured tetrahedral

meshes for conservative and non-conservative hyperbolic systems in 3D. J. Comput. Phys., 275:484–523, 2014.
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[107] D. Verney. Évaluation de la limite Élastique du cuivre et de l’uranium par des expériences d’implosion. In Behavior of Dense Media under

High Dynamic Pressures, Symposium, H.D.P., IUTAM, Paris 1967, pages 293–303. Gordon and Breach, New York, 1968.
[108] F. Vilar, P-H. Maire, and R. Abgrall. A discontinuous Galerkin discretization for solving the two-dimensional gas dynamics equations

written under total Lagrangian formulation on general unstructured grids. J. Comput. Phys., 276:188–234, 2014.
[109] F. Vilar, P-H. Maire, and R. Abgrall. A discontinuous Galerkin discretization for solving the two-dimensional gas dynamics equations

written under total Lagrangian formulation on general unstructured grids. Journal of Computational Physics, 276:188–234, 2014.
[110] J. von Neumann and R.D. Richtmyer. A method for the calculation of hydrodynamic shocks. J. Comput. Phys., 21:232–237, 1950.
[111] W. N. Weseloh, S. P. Clancy, and J.W. Painter. PAGOSA sample problems. Technical Report LA-UR-05-6514, Los Alamos National

Laboratory, 2005.
[112] W. N. Weseloh, S. P. Clancy, and J.W. Painter. PAGOSA physics manual. Technical Report LA-14425-M, Los Alamos National Laboratory,

2010.
[113] M.L. Wilkins. Calculation of elastic-plastic flow. In B. Alder, S. Fernbach, and Manuel Rotenberg, editors, Methods of Computational

Physics, volume 3. Academic Press, New York, 1964.
[114] M.L. Wilkins. The use of artificial viscosity in multidimensional fluid dynamic calculations. J. Comput. Phys., 36:281, 1980.
[115] P. Woodward and P. Colella. The numerical simulation of two-dimensional fluid flow with shocks. J. Comput. Phys., 54:115–173, 1984.
[116] D. L. Youngs. Time-dependent multi-material flow with large fluid distortion. In K. W. Morton and M. J. Baines, editors, Numerical

Methods for Fluid Dynamics, pages 273–285. Academic Press, New York, 1982.

61


